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ABSTRACT 
 

A number of design techniques for multiprocessing architectures have been investigated as a result of 

various developments in IC processing and integrating technologies. While designing massively 

parallel computer systems, the choice of the interconnection network’s topology is one of the many 

crucial design concerns. And as a result, there have been numerous proposals for interconnection 

networks in the literature, and a ton of study has been done on the creation and evaluation of these 

interconnection networks. However, the issue of integrating the processing components in 

multiprocessing parallel architectures in order to achieve great computational efficiency has not yet 

been fully solved. In order to effectively manage parallelism on an interconnection network, it is 

necessary to maximize a number of competing performance indicators, such as reducing 

communication and scheduling overheads and distributing workloads evenly. In order to reduce 

communication cost, load balancing entails distributing work to each processor in proportion to its 

performance. The assignment may be completed statically at compile time or dynamically at run time. 

Many load balancing policies boost system performance by using more processing power, memory, or 

a combination of the two. The present work is centered on implementation of two existing dynamic 

load balancing schemes –Sender Initiated Diffusion (SID) and Receiver Initiated Diffusion (RID) to 

the Linearly Extensible Multiprocessor (LEM) architecture The results achieved in the simulation are 

presented to evaluate the performance of LEM architecture. 

 

Keywords: LEC; LET; SID; Load Balancing; Time; Load Imbalance Factor; Ideal Load; Linearly 

Extensible Triangle. 

 

1.0 Introduction 

 

A multiprocessor system is a collection of several separate processors that have been grouped 

together so that they can cooperate to tackle a given complicated task more quickly. There are 

essentially two different ways for using several processors: shared memory and message forwarding 

systems. The shared memory concept offers a global memory that is shared by all of the system’s 

processors and has a single address space. Message-passing models, on the other hand, have several 

address spaces and provide every CPU access to their own local memory. There are several methods 

and approaches for organizing processes on a system to improve performance. The load-balancing, 

load-sharing, and work assignment approaches are a few of them. Each step in the job assignment 

approach is seen as a collection of linked [9, 12].   

We refer to an increase in parallelism in the architecture as the addition of extra processors to 

the system. Increased parallelism will inevitably result in higher communication costs.  
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These overheads include message traffic density, inter-node distance, knowledge overhead, 

and fault tolerance. All of these rely on the network’s diameter and the node’s position within it. [2-

7]. Many interconnection network architectures, such as the Linearly Extensible Tree (LET) network, 

Linearly Extensible Cube (LEC), and Linearly Extensible Triangle, have been developed in the 

pursuit of creating effective parallel multiprocessing systems. [2, 6]. 

These architectures only have 6 processors, as opposed to the hypercube or de-Bruijn 

architecture’s 8 processors. Sender Initiated Diffusion (SID), a dynamic scheduling technique, has 

demonstrated that the LE [7] performs well with various designs [10]. Compared to the remaining 

comparable networks, LEC is functioning on par with or even better. The aforementioned designs 

imitate Sender initiated Diffusion (SID), [8, 9]. In this research, we simulate dynamic load balancing 

techniques known as SID onto several linearly extensible multiprocessor architectures with various 

features and schedule the incoming load on various architectures to provide user access to data in the 

smallest amount of time. 

 

2.0 Related Work 

 

(i) Different Linearly extensible Multiprocesor Interconnection network 

Numerous distinct linearly extensible multiprocessor architectures with various topological 

structures and interconnections have been developed during the past year. Numerous studies have 

focused on the design and connections between them. In the literature, a variety of multiprocessor 

architectures have been published.LET and LEC networks, ring networks, hypercubes, Debruijn 

networks, and so on [6,7,8].[1,3,4,7].  

Most advantageous use of multiprocessor networks To store and retrieve data on the internet, 

a web server is utilized. A switch or router receives a web request (URL) and routes it to the web 

server in accordance with scheduling algorithms that minimize scheduling overhead and load 

balancing time. Scheduling overhead essentially addresses both processor and communication 

overhead. The communication costs are part of the load balancing overhead.  

 

(ii) Design and Characteristics of Various Existing Linearly Extensible Interconnection network 

for Multiprocessor 

 

A. Base Networks 

(i) Hypercube 
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Adjacency Matrix of Interconnection 

 P1 P2 P3 P4 P5 P6 P7 P8 

P1 0 1 0 1 0 0 0 1 

P2 1 0 1 0 0 0 1 0 

P3 0 1 0 1 0 1 0 0 

P4 1 0 1 0 1 0 0 0 

P5 0 0 0 1 0 1 0 1 

P6 0 0 1 0 1 0 1 0 

P7 0 1 0 0 0 1 0 1 

P8 1 0 0 0 1 0 1 0 

 

Characterstics of Hypercube 

Network No. of Link Node degree. Diameter Bisection Width 

Hypercube NLog2N/2 N Log2N N/2 

 

(ii) Tree 

 
 

 Adjacency Matrix of Interconnection 

 
P1 P2 P3 P4 P5 P6 P7 

P1 0 1 1 0 0 0 0 

P2 1 0 0 1 1 0 0 

P3 1 0 0 0 0 1 1 

P4 0 1 0 0 0 0 0 

P5 0 1 0 0 0 0 0 

P6 0 0 1 0 0 0 0 

P7 0 0 1 0 0 0 0 

 

Network No. of Link Node degree. Diameter Bisection Width 

Binary Tree N-1 3 2(Log2N -1) 1 

 

B. Linearly Extensible Interconnection 

 

(i) Linerly Extensible Tree with 6 Nodes 
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Adjacency Matrix of Interconnection 

 
P0 P1 P2 P3 P4 P5 

P0 0 1 1 1 0 0 

P1 1 0 0 1 1 0 

P2 1 0 0 0 1 1 

P3 1 1 0 0 0 1 

P4 0 1 1 0 0 0 

P5 0 0 1 1 0 0 

 

Network No. of Link Node degree. Diameter Bisection Width 

LET N+2 4 N 2 

 

(ii) Linearly Extensible Cube with 6nodes 

 
 

Adjacency Matrix of Interconnection 

 
P0 P1 P2 P3 P4 P5 

P0 0 1 1 0 1 1 

P1 1 0 1 1 0 1 

P2 1 1 0 1 1 0 

P3 0 1 1 0 1 1 

P4 1 0 1 1 0 1 

P5 1 1 0 1 1 0 

 

Network No. of Link Node degree. Diameter Bisection Width 

LEC (N/2)
2 
+3 4 N N 

 

(iii) Linearly Extensible Triangle (LEΔ) with 5 nodes 
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Adjacency Matrix of Interconnection 

 P0 P1 P2 P3 

P0 0 1 1 1 

P1 1 0 1 1 

P2 1 1 0 1 

P3 1 1 1 0 
 

Network No. of Links Node degree. Diameter Bisection Width 

LEΔ N=∑k+1 N-1 2 N+1 
 

3.0 Load Balancing 

 

In the load balancing strategy, tasks are evenly distributed throughout the system nodes in 

order to balance burden. Because it is impossible for each processor to work for the same length of 

time during parallel computing, it is exceedingly difficult to divide the workload among the 

processors. Some processors finish their duties earlier than others, leaving them idle while the others 

work. Therefore, minimizing LIF, communication, and processing overhead is a component of load 

balancing. As a result, we need effective dynamic load balancing techniques. There are several 

dynamic load balancing strategies that have developed. We examine Sender Initiated Diffusion (SID), 

a dynamic load balancing technique, in this study. There are three performance assessment criteria for 

load balancing: the threshold load (also known as the ideal load), the load imbalance factor (LIF), and 

the load balancing duration. 

SID is divided into four phases: 

1. Identification of processor load (under loaded & overloaded)  

2. Determination of load balancing gain  

3. Load Selection method 

4. Load Migration Technique 

 

4.0 Sender Initiated Diffusion (SID) Algorithm 

 

 
 

//phase 2: processor load migration profitability determination 

 

id_load=load/n; 

for(j=0;j<n;j++){       

 while(processor[l]>id_load){ 

   processor[j]++; 

   processor[l]--;} 

    

If(pro>7) 

   { 

      for(z=0;z<n;z++){ 

   if(pro[s][z]==1){ 

   adjancy[y]=z; 

   y++;}} 

x=y; 

for(z=0;z<x;z++){ 

for(w=0;w<n-1;w++){ 

path[z][w]=0;}} 
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5.0 Simulation Results  

 

We utilize two performance parameters to assess the effectiveness of several currently 

existing linearly extendable interconnections: a) the load imbalance factor (LIF), and b). Balance of 

Loads Time 

 The LIF (Load Imbalance Factor) is equal to [((max load on a processor after balancing -Ideal 

Load)/Ideal Load]].*100 

 The load balancing time is equal to the difference between the before and after balancing times. 

The table and graph below in [Fig....] indicate the time taken by various linearly expandable 

multi-processor architectures under various samples of load. By simulating a dynamic load balancing 

// phase 3: task selection 

for(y=0;y<x;y++){ 

 count=0; 

 z=s; 

 w=adjency[y]; 

 l=0; 

 while(w!=d+1){ 

  if(pro[z][w]==1){ 

  path[y][l]=w; 

  z=w; 

  w=z+1; 

   delay(1); 

  if(w==s) 

  w=w+1; 

  count++; 

  l++;} 

  else 

  w++;} 

 load[y]=count;} 
 

//phase 4: task migration 

min=c[0]; 

 for(z=1;z<x;z++){ 

if(c[z]<min){ 

delay(1); 

min=c[z]; 

m=z;}} 

if(min==0){ 

m=m-1; 

min=c[m];} 

  for(y=0;y<min;y++) { 

  b=processor[path[m][y]]+id_load; 

while(processor[path[m][y]]<b&&processor[s]>id_load){ 

  processor[s]--; 

  processor[path[m][y]]++; 

  delay(1);} 

    s=path[m][y]; }}}}}} 

max=p[0]; 

for(j=0;j<n;j++){ 

if(p[j]>max) 

max=p[j];} 
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technique known as SID, we will compare the performance of several linearly extensible 

multiprocessor architectures in our work. 

  

No of task LIF TIME 

16 199 0.00 

32 39 1.97 

64 39 4.98 

128 9 4.98 

256 9 6.01 

512 1.99 6.01 

1024 1.99 6.98 

2048 0.58 10.99 

4096 0.58 15.96 

8192 0.14 27.02 

16384 0.14 54.99 

32768 0.04 94.01 

65536 0.04 179.99 

131072 0.01 339.97 

262144 0.01 700.01 

524288 0 1471.96 

1048576 0 2827.98 

 

LEC LIF VS TIME 
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No of task LIF TIME 

16 32.33 5.00 

32 32. 33 5.01 

64 32.33 5.01 

128 11.00 5.98 

256 1.94 5.98 

512 1.94 6.99 

1024 1.94 6.98 

2048 0.71 10.97 

4096 0.10 15.98 

8192 0.10 21.01 

16384 0.10 37.98 

32768 0.05 76..96 

65536 0.01 170.01 

131072 0.01 433.01 

262144 0.01 702.99 

524288 0.00 1349.92 

1048576 0.00 2612.95 
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LEΔ LIF VS TIME 
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No of task LIF TIME 

16 199 4.98 

32 39 4.98 

64 39 5.95 

128 9 5.95 

256 9 6.94 

512 1.99 6.94 

1024 1.99 6.98 

2048 0.58 11.01 

4096 0.58 21.98 

8192 0.14 37.97 

16384 0.14 59.93 

32768 0.04 115.01 

65536 0.04 211.96 

131072 0.01 409.99 

262144 0.01 800.02 

524288 0 1644.97 

1048576 0 3383.97 

  

LET LIF VS TIME 
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6.0 Conclusion 

 

By modeling Sender Initiated Diffusion (SID), a dynamic load balancing method, we have 

assessed the performance of several linearly expandable interconnection networks such as LEC, LET, 

and LE.We have described our model as a Linearly Extensible Tree (LET) network with the SID 

Method dynamic scheduling technique [13]. As opposed to the hypercube or de-Bruijn architecture, 

which has 8 processors, this design has 6 processors. It has been demonstrated that the LET is 

functioning well with various architectures using the dynamic scheduling approach known as SID [6]. 

It has also been stated that a Linear Extensible Cube (LEC) network exists [1,2,7]. The characteristics 

of LET and hypercube networks are combined in this LEC. The LEC is judged to be performing on 

par with or even better than the remaining comparable networks. An additional linear extensible 
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