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ABSTRACT 
 

The single-bit cache memory architecture is investigated in this paper. An SRAM cell, a write 

driver circuit, and a current latch detector amplifier make up a single-bit cache. The 

architecture’s transistor count, power usage, sensing delay, and other aspects are evaluated using 

various resistance settings. R must be at its ideal value to compare and use the forced stack, dual 

sleep, and sleep transistor approaches. The least amount of power is used when SRAM cells are 

stacked using CLSA. Monte Carlo simulations were used to evaluate the circuit’s reliability. Using 

Cadence Virtuoso, all 45-ηm CMOS technologies were simulated. 
 

Keywords: Current Latch Sense Amplifier (CLSA); Write Driver Circuit (WDC); Static Random-Access 

Memory Cell (SRAMC); Sense Amplifier (SA). 

 

1.0 Introduction 
 

Wireless sensor networks have significantly changed how we go about our daily lives. One 

of the many applications for sensor networks is using sensors to monitor the environment. These 

gadgets have a wide range of applications, including surveillance in the military and medical 

diagnosis. A collection of wireless sensors called the body area network (BAN) can be used to 

identify health problems. Body area networks must constantly monitor their patients’ vital signs to 

deliver timely information. With body area networks, physiological markers can be continuously 

monitored. Continuous environmental monitoring produces better results than brief hospital stays. 

The body area network can function better since fewer wireless sensor nodes can be trusted. The 

sensor nodes must be as small as possible to avoid obstructing eyesight. The amount of energy the 

sensor can store depends on the size of the batteries. According to Malan [1-2], medical wireless 

sensor nodes’ unpleasant design makes it challenging to replace the batteries in these devices. 

 

1.1 Power reduction techniques 

The circuit’s performance and speed can be improved without compromising power 

consumption. 

 

1.1.1 Sleep transistor technique 

State-destructive techniques damage the transistors when connected to the power source of a 

sleep transistor or ground. These operating modes are referred to as gated-GND and VDD. Those 

looking to connect with others might find a list of people more interested in technology here [3]. To  
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save power, the logic circuits disable the sleep transistor when the system is in "standby" mode. 

Sleeping semiconductor technology can drastically reduce sleep power by removing sleep transistors 

from logic networks, as demonstrated in Figure 1. (a). 
 

1.1.2 Forced stack technique 

Figure 1(b) illustrates forced stacking. As an alternative, transistors can be stacked to use less 

energy. Transistor stacking reduces leakage current by simultaneously turning off every transistor [4]. 
 

1.1.3 Dual sleep technique 

MOS transistors contain PM0 and PM1, while CMOS transistors contain PM1 and PM2 

(NM0 and NM1). The header and footer transistors on the page are each NMOS and PMOS 

transistors. A transistor that is both on and off is said to be on. Figure 1 (c) shows the standby mode 

using NMOS and PMOS transistors. This tactic has been used to limit the quantity of energy we 

consume [5]. 
 

Figure 1: (a) Sleep Transistor Technique; (b) Forced Stack Technique;  

(c) Dual Sleep Technique 
 

 
(a)                                                 (b)                                                    (c) 

 

2.0 Single-Bit Memory Architecture  
 

Figure 2: Schematic of Single Bit Cache Memory Architecture 
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Figure 2 depicts the single-bit cache memory architecture comprising WDC, SRAMC, and 

CLSA blocks. The WDC’s input pins allow for feeding both bits and words (WE). Additionally, there 

are two types of output connectors (BL and BLBAR). The bit lines (BL and BLBAR), the word line 

(WL), and the SRAMC are all coupled (V1 and V2). Four input pins and two output pins make up 

CLSA. 
 

2.1 WDC 

Users can write on the device thanks to the driver schematic (Figure 3). For the WDC to 

function, pre-load levels on a bit line must be lower than the writing margin of the SRAMC [6-9]. 

When delivering data to a particular memory cell, the "WE=1" command instructs the WDC Access 

transistors how much voltage to apply to the bit line to create the desired value (write enable pulled 

high). As a result, the buffer is placed before the WDC output. The bit cell must have a specific value 

before the WDC may receive it. For the circuit to write the desired bit, the bit lines of the memory cell 

must first be charged and then discharged [10-14]. 
 

Figure 3: WDC Schematic 
 

 
 

2.2 Conventional SRAM  
 

Figure 4: SRAM Cell Schematic 
 

 



34 Journal of Futuristic Sciences and Applications, Volume 3, Issue 2, Jul-Dec 2020 

Doi: 10.51976/jfsa.322003 

 
Figure 4 depicts the 6T SRAMC schematically. Static RAM Cell is the name given to a 

device with a huge storage capacity. The SRAMC contains six transistors, four PMOS transistors, two 

NM8/9 access transistors, and two CMOS inverters (PM6, PM7, NM6, and NM7). The SRAMC and 

transistors produce two cross-coupled inverters for each bit. This cell has only two possible values: 0 

and 1 [15, 16]. 

 

2.3 CLSA 

The employment of the sensing amplifier changes the cache memory’s physical composition. 

Part of the supply voltage is sent to the one-bit line while the other bit line is drained. A sufficient bit 

line capacity is necessary to ensure that transistors can be accessed quickly and that bit cells don’t 

drain too slowly. As a result, saturation magnifies slight variations in bit line voltages [17, 18]. Figure 

5 shows the circuit schematic for a current latch sensing amplifier. 

 

Figure 5: CLSA Schematic 

 

 
 

Bit lines transmit the changes between SA3 and SA4 CLSA input voltages. When SA1 and 

SA2 start to discharge their charge quickly, SAEN rises [19,20]. These components work together to 

increase the potency of NM12 over NM13. As a result, the output V3 can have a lower power loss 

than the output V4. 
 

3.0 Analysis of Result 

 

The output of the WDC is shown in Figure 6 for the following situations: While VDD is the 

BL, VDD/2 is the BLBAR. If Bit and WE are both 0V, then BL and BLBAR are both VDD/2. 
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Figure 6: WDC Output Waveform 

 
 

The writing and holding operations for SRAM cells are shown in Figure 7. The sensing 

amplifier stores and retrieves data using transistors, NM6 and PM6 (NM8 and NM9). For reading and 

passing SRAM cell bit lines, the sensing amplifier only has access to V3 and V4. Figure 8 shows 

what happens when SAEN and WL are active in CLSA. 
 

Figure 7: STSRAM Cell Output Waveform 
 

 
 

Figure 8: Current Latch Sense Amplifier Output Waveform 
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Table: 1 Variable in Single-Bit Cache Memory Architecture 

 

S.No. Parameters 
Power 

Consumption 

No. of 

Transistors 

Sensing 

Delay 

1. R=42.3Ω 82.83µW 36 29.92ηs 

2. R=42.3KΩ 30.51µW 36 29.92ηs 

 

Table 2: Single Bit Cache Memory Architecture Power Consumption with Power Saving 

Methods Applied Over CLSA 

 

S.No.  
Total Power 

Consumption 

Sensing 

Delay 

No. of 

Transistors 

1. Sleep Transistor Technique 32.10µW 30.25ηs 38 

2. Forced Stack Technique 23.5µW 30.76ηs 38 

3. Dual Sleep Technique 30.01µW 30.12ηs 40 

 

CLSA can save more energy when a circuit’s resistance rises while using less power. For 

CLSA and SRAM cells, methods for reducing power consumption are displayed in Table 3. The most 

energy-efficient design for a single-bit cache memory is forced stack, not SRAM or CLSA. Electricity 

use and taking up space are mutually exclusive. 

 

Table 3: Power Consumption of Single Bit Cache Memory Architecture Using SRAM Cell and 

CLSA Power Reduction Techniques 

 

S.No.  
Total Power 

Consumption 

Sensing 

Delay 

No. of 

Transistor 

1. Sleep Transistor Technique 30.12µW 20.85ηs 40 

2. Forced Stack Technique 20.51µW 20.92ηs 40 

3. Dual Sleep Technique 30.14µW 19.12ηs 44 

 

4.0 Conclusion 

 

Single-bit cache memory is produced using a WDC, an SRAM cell, and a current latch 

detecting amplifier. On single-bit cache memory, various levels of resistance have also been tried. 

CLSA and SRAM cells use a sleep transistor technique to save energy. The forced stack and dual 

seeps are a couple of more methods. Power consumption decreases as R grows for CLSA cache 

memory systems and SRAM cells using forced stacking techniques. Additionally, Monte Carlo and 

process corner simulation have been used to examine this kind of task is better completed at a 

separate time. 
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