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ABSTRACT 

 

For image denoising, Block thresholding is considered to be a better strategy than the term-by-term 

thresholding. There are number of Wavelet based thresholding techniques for image denoising such as 

VisuShrink, BayesShrink, SureShrink, NeighShrink, BiShrink, ProbShrink, Sure-LET and BlockShrink. Selesnick 

has extended the BiShrink method to DT-CWT and he has shown that the DT-CWT achieves better results than 

DWT for image denoising. Dengwen and Xiaoliu have shown that BlockShrink enjoys a number of advantages 

over the other conventional image denoising methods. Their experimental results show that BlockShrink 

outperforms significantly classic SureShrink method and NeighShrink method. In this paper we extend 

BlockShrink approach to DT-CWT and compare it with the BiShrink approach proposed by Selesnick. We have 

analysed these methods of noise removal from degraded images with Gaussian noise and compared the results 

in term of PSNR. 
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1.0 Introduction 

 

Image denoising is used to recover the image 

X from its noisy image, Y given by Y= X Θ є, where 

є is the contaminating noise and Θ is any composition 

of additive noise and/or multiplicative noise. Wavelet 

thresholding (or "shrinkage") is one of the techniques 

used for image deonoising. 

We first apply the wavelet transform, T, to the 

noisy image Y, and then apply a nonlinear estimation 

operator, D to the wavelet coefficients of high 

frequency sub-bands, either individually or in a group 

of coefficients.  

It has been shown that the reduction of 

absolute value in wavelet coefficients is successful in 

signal restoration [19]. Finally, compute the inverse 

transform, T-1 to get an estimated image, X. In other 

words, X = T-1 D (TY). 

Two well-known shrinkage methods are hard 

thresholding and Soft thresholding [12]. Hard 

thresholding consists of setting to zero all wavelet 

coefficients whose magnitude is less than a threshold 

value whereas in Soft thresholding, the wavelet 

coefficients above the threshold are shrunk toward 

the origin. In practice, hard thresholding is preferred  

 

 

 

to soft thresholding, since for soft thresholding even 

large coefficients lying out of noise can shrunk and 

hence creates undesirable bias [27]. 

In fact, there are two basic approaches to 

modifying the coefficient, namely, probabilistic 

wavelet shrinkage and selective wavelet shrinkage. In 

the first method, the magnitude of the wavelet 

coefficient is reduced by the probability of its 

contribution to the overall quality of the image.  

The second method uses a binary method 

where the reduction of coefficient magnitude is either 

0 or 1, i.e. coefficients are either selected or removed 

[1].  

It is noted that the first method usually 

involves more computation not necessarily resulting 

in better performance.  

Balster et al. [1] have shown that the selective 

wavelet shrinkage method which either selects or 

rejects a wavelet coefficient is statistically better than 

the probabilistic method because the former can 

identify a narrow interval for the estimated parameter, 

which is used to adjust the wavelet coefficient, with a 

higher confidence level than the latter. 
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Some popular wavelet shrinkage methods are 

VisuShrink [13], BayesShrink [5], SureShrink[17], 

NeighShrink [6], BivariateShrink[25], ProbShrink 

[19], Sure-LET [3] and BlockShrink[9].  

In the VisuShrink method, the wavelet 

coefficients are shrinked according to the soft-

shrinkage rule using the universal Threshold, 

VisuShrink shows better denoising performance than 

the Unversal threshol, but it yield an overly smoothed 

images because the universal threshold T is high if 

the number of pixels in the image are high. Just like 

VisuShrink, SureShrink also applies the soft 

shrinkage rule, but it uses independently chosen 

thresholds for each subband through the minimization 

of the Stein‟s unbiased risk estimate (SURE) [26]. 

SureShrink performs better than VisuShrink, 

producing more detailed images.[10]. 

In Bayes shrink, thresholding is done at each 

sub band in the wavelet decomposition which 

improves outcome and also completely denoise the 

flat regions of the image. But it is less sensitive to the 

noise around edges [11].  

In the NeighShrink approach, the wavelet 

coefficients are shrunk in overlapping blocks rather 

than individually or term by term as VisuShrink or 

SureShrinK. It is observed that NeighShrink 

outperforms VisuShrink and SureShrink.  

BiShrink [24] uses a bivariate shrinkage 

function taking into account the intrascale variability 

of wavelet coefficients by capturing the dependence 

between a wavelet coefficient and its parent. 

ProbShrink [20] estimate the probability that a given 

coefficient contains a significant noise-free 

component. 

SURE-LET [18] directly parameterizes the 

deonoising, process as a sum of elementary nonlinear 

processes with unknown weights. 

It need not hypothesize a statistical model for 

the noiseless image while it minimizes an estimate of 

the mean squared error between the noiseless image 

and the denoised one by the SURE. Consequently, it 

computes the unknown weights by solving a linear 

system of equations. 

Bi Shrink, Prob Shrink and SURE-LET 

methods have all been devised for both redundant and 

non redundant wavelet transforms 

Block Shrink utilizes the pertinence of the 

neighbour wavelet coefficients by using the block 

thresholding scheme. It can decide the optimal block 

size and threshold for every wavelet subband by 

minimizing Stein‟s unbiased risk estimate (SURE). 

 

Fig 1: Block Diagram of Wavelet Shrinkage 

Methods 
 

 
 

 The block thresholding simultaneously keeps 

or kills all the coefficients in groups rather than 

individually, enjoys a number of advantages over the 

conventional term-by-term thresholding. The block 

thresholding increases the estimation precision by 

utilizing the information about the neighbor wavelet 

coefficients. It outperforms the classic SureShrink 

and NeighShrink [9], [11].  

Dixit and Sharma [11] have observed that 

recently proposed wavelet methods like ProbShrink, 

BlockShrink and NeighShrink Sure produce better 

visual images.  

Lal et al. [16] have compared performances of 

Separable DT-DWT, Real DT-DWT, Complex DT-

DWT, RealDDT-DWT and Complex DDDT-DWT 

and observed that Complex DDDT-DWT 

outperforms the other wavelettransforms and is 

effective for the very highly corrupted images.  

Chinnarao and Madhavilatha [7] have 

proposed a conatextual information based 

thresholding method in DT-CWT and observed that 

their method is highly suitable at high noise levels as 

compared to low noise levels.  

In this paper, we extend the BlockShrink 

approach to DT-CWT and compare it with the 

BiShrink approach proposed by Selesnick. Since it is 

noted that many of the wavelet based denoising 

algorithms are suffering from shift variance and lack 

of directionality, Dual Tree Complex Wavelet 

Transform (DT-CWT) and complex Double Density 

Dual Tree Discrete Wavelet Transform (DDDT-
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DWT) have been proposed to decompose the image 

and shrinkage operation to eliminate the noise from 

the noisy image. We analyse these methods of noise 

removal from degraded images with Gaussian noise 

and compare the results in term of PSNR.  

In the subsequent section 2, we summarize the 

features of Dual Tree Complex Wavelet Transform. 

In Section 3, we give the experimental results by 

implementing the proposed image denoising 

algorithms using Matlab 7.0 on different grey scale 

image formats of size 512 x 512.  

 

2.0 Dual Tree Complex Wavelet Transform  

 

Dual-Tree complex wavelet transform 

([21],[14]) uses two real DWT trees to implement its 

real part and imaginary part, separately that result in 

decomposition with a much higher degree of 

directionality than that possessed by the traditional 

DWT. 

There are two versions of the 2D dual-tree 

wavelet transform: the real 2-D dual-tree DWT is 2-

times expansive, while the complex 2-D dual-tree 

DWT is 4-times expansive. 

Both types have wavelets oriented in six 

distinct directions. The real 2-D dual-tree DWT of an 

image is implemented using two critically-sampled 

separable 2-D DWTs in parallel. 

Then for each pair of sub-bands we take the 

sum and difference. The six wavelets associated with 

the real 2D dual-tree DWT are strongly oriented in 

{+15o, +45o, +75o, -15o, -450, -75o} direction (see 

Fig. 2). 

The complex 2-D dual-tree DWT also gives 

rise to wavelets in six distinct directions, however, in 

this case there are two wavelets in each direction ( as 

shown in Fig. 3). 

In each direction, one of the two wavelets can 

be interpreted as the real part of a complex-valued 2D 

wavelet, while the other wavelet can be interpreted as 

the imaginary part of a complex-valued 2D wavelet. 

Because the complex version has twice as many 

wavelets as the real version of the transform, the 

complex version is 4-times expansive. 

 

3.0 Review of Thresholding Functions  

 

In this section we present the basic steps of 

two thresholding functions used in this paper. These 

are Bivariate Shrinkage function and Block Shrinkage 

funciton. The basic steps of wavelet based image 

denoising are: 

 

Fig 2: Frequency Domain Partition in DT-CWT 

Resulting From Two Level Decomposition [14, 21] 

 

 
 

Fig 3 2: D Dual- Tree Complex Wavelet 

Transform[14, 21] 

 

 
 

1 Decompose corrupted image by noise using 

wavelet transform.  

2 Compute threshold in wavelet domain and apply 

to noisy coefficients.  

3 Apply inverse wavelet transform to 

reconstruct image 
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. 

Sender and Selesnick [23] provide the Matlab 

implementation of both wavelet-based denoising 

using the separable DWT and wavelet-based 

 denoising using the dual-tree DWT with bivariate 

shrinkage function. This shrinkage function requires 

the prior knowledge of the noise variance and the 

signal variance for each wavelet coefficient. 

The main matlab files provided for the 

Bivaraiate Shrinkage usig DT-CWT are:  

1 main_dtdwt.m: It loads the noisy image, calls the 

denoising routine and calculates the PSNR value 

of denoised image.  

2 denoising_dtdwt.m: It call number of 

subfunctions for the calculations of the local 

adaptive image denoising.  

2a symextend.m: This function is used to extend 

the noisy image using symmetric extension in 

order to reduce the boundary problem  

2b cplxdual2D.m: It calculates the forward dual-

tree DWT  

2c expand.m: The parent matrix is expanded 

using this function in order to make the matrix 

size the same as the coefficient matrix.  

2d bishrink.m: It estimates the magnitude of the 

complex coefficients. The coefficients are 

estimated using the magnitudes of the complex 

coefficient, its parent and the threshold value 

with this function.  

2e icplxdual2D.m: It calculates the inverse 

wavelet transform  

The package provided by Dengwen [8] 

contains the Matlab codes for denoisinig grey scale 

images using BlockShrink implemented with a 

decimated wavelet transform. The main matlab files 

provided are: 

1. denoisefun.m: This function is the denoising 

main function using BlockShrink  

2. SubbandThresholding.m: This function is used to 

threshold the noisy subband according to 

BlockShrink rule  

3. parameters.m: This function select the optimal 

block size and corresponding threshold  

4. Parameters.mexw32: This file is significantly 

faster than Parameters.m  

5. Calc_MSE_PSNR: for computing MSE and 

PSNR  

6. Test: This script is for denoising demonstration.  

 

 

4.0 Proposed Algorithms  

 

We present the image denoisinig algorithms 

using Bivariate Shrink thresholding and BlockShrink 

thresholding implemented with a dual tree complex 

wavelet transform. The matlab codes for Bivariate 

Shrinkage thresholding implemented on DT-DWT 

are provided by Selesnick [23], and for Blockshrink 

thresholding implemented on DWT are provided by 

Dengwen [8] as discussed in above section.  

The basic steps of these algorithms are given 

below.  

 

Algorithm 1 (BiShrink [23]) 

1. Read the image, s and resize it to 512 x 512. 

2. Obtain the noisy image x, given as x = s + g, 

where g is the additive white Gaussian noise 

3. Set the window size (=7). 

4. Extend the noisy image using symmetric 

extension in order to improve the boundary 

problem with the function symextend.m. 

5. Perform the 2D Dual tree DWT to level J = 6. 

using cplxdual2D.m. 

6. Estimate the noise variance. The noise variance 

will be calculated using the robust median 

estimator. 

7. Process each subband seperately in a loop. First 

the real and imaginary parts of the coefficents 

and the corresponding parent matrices are 

prepared for each subband, and the matrices 

corresponding to the real and imaginary parts of 

the parent matrix are expanded using a function 

expand.m in order to make the matrix size the 

same as the coefficient matrix. 

8. Estimate the signal variance and the threshold 

value : The signal variance for each coefficent is 

estimated using the window size , and the 

threshold value for each coefficient will be 

calculated and stored in a matrix with the same 

size as the coefficent matrix. 

9. Estimate the magnitude of the complex 

coefficients. The coefficients will be estimated 

using the magnitudes of the complex coefficient,  

its parent and the threshold value with a Matlab 

function bishrink.m.  

10. Calculate the inverse wavelet transform using 

icplxdual2D.m. 
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11. Extract the image. The neccessary part of the 

final image is extracted in order to reverse the 

symetrical extension.  

 

Algorithm 2 (BlockShrink [8]) 

1. Read the image s, and resize it to 512 x 512.  

2. Corrupt the image by additive White Gaussian 

Noise. It is given as x = s + g where x is noisy 

image corrupted by additive white Gaussian 

noise g of standard deviation . Both s and x are 

of same sizes.  

3. Perform the 2D Dual tree DWT to x to level J = 

5 using cplxdual2D.m.  

4. Estimate the noise variance, sigma, using robust 

median estimator, if it is provided by the user  

5. Normalise the noise level of the noisy 

coefficients.  

6. Extract all six detail subbands in each scale.  

7. Apply different threshold values with soft 

Thresholding for each detail subband coefficients 

with the function „SubbandThresholding‟.  

8. Reconstruct the denoised image by taking the 

inverse DT-DWT. 

 

5.0 Experimental Results  

 

In this section, we give the results obtained on 

implementing the proposed method of image 

denoising, i.e., 

Bivariate Shrink and Block Shrink based on 

DT-CWT thresholding methods on Matlab 7.0. 

The algorithm is implemented on different 

grey scale image formats of size 512 x 512, and some 

of the results are summarized in Table 1 and Table 2, 

respectively. 

The Table 3 summarizes the results of 

proposed algorithms for the brain image: mri_jpe 

wtth standard deviation, sigma of additive Gaussian 

noise taken from 10 to 100, respectively. The results 

of the tables 1 to 3 are shown through fig. 4 to fig. 6, 

respectively.  

 

Table 1: PSNR Values of Denoised Images 

Resulting From the Proposed Method Based on 

DT-CWT 

 

Image Bishrink BlockShrink 

barbara.png 33.3797 33.6762 

lena.png 35.8798 35.1921 

c2.bmp 36.3445 36.0390 

mri.jpe 38.9919 39.3364 

lena.jpg 38.4773 38.3097 

new7.tif 37.9214 37.8906 

new11.tif 35.8946 35.8222 

new12,tif 38.1366 38.2194 

shagun.jpg 36.4878 36.1837 

zoneplate.png 28.0138 32.7194 

peppers.jpg 36.9105 37.0584 

tooth1.jpg 35.1693 35.5138 

cameraman.tif 36.8094 36.7104 

New8.tif 34.5610 34.5968 

 

Table 2: Comparison of Bishrink and Blockshrink 

Image Denoising Approaches Using Wavelet 

Thresholding and DT-DWT Thresholding 

Methods (I1: Barbara.Png; I2:Lena.Png; 

I3:Parliament.Bmp; I4:Lena.Jpg) 

 

 
BiSh_ 

DWT 

BiSh_DT 

DWT 

BlSh_ 

DWT 
BlSh_ DTDWT 

I

1 
35.5457 33.3797 35.727 33.6762 

I

2 
37.7429 35.8798 37.8393 35.1921 

I

3 
34.8633 36.3445 34.6432 36.0398 

I

4 
32.1841 38.4773 32.3865 38.3097 

 

Table 3: Results of Proposed Algorithms for 

the Brain Image: Mri_Jpe 

 

Sigma Bi_Shrink Block Shrink 

10 38.996 39.3364 

40 31.2812 31.5986 

80 27.5422 27.9882 

100 26.4751 26.8314 

 

Fig.4 The Results of PSNR of Proposed Method 

Based on Bishrink and Blockshrink Thresholding 

Methods 
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Fig 5: PSNR Values Obtained of Proposed 

Algorithms Compared With Corresponding 

Wavelet Based Thresholding Techniques for Four 

Images 

 

 
 

From Fig. 4, we observe that overall Block 

shrinkage method using DT-DWT performs better 

than Bivariate Shrinkage method using DT-CWT for 

image denoising in terms of PSNR. In Fig. 6, we 

observe that even when noise density is increasing, 

Block shrink based proposed algorithm performs 

better than Bi-Shrink based algorithm in terms of 

PSNR. 

Finally, we compared the proposed algorithms 

based on Bi-Shrink function and Block Shrink 

function using DT-CWT with the corresponding 

Wavelet based thresholding, and summarized the 

results for some of the images in Fig. 5. 

We observe that the proposed algorithms 

perform better for the .bmp and .jpg formats but fail 

to show better results in terms of PSNR for .png 

image formats. 

Further, from the Fig. 4, one can observe that 

DT-CWT based denoising using Block Shrink 

function gives better result in terms of PSNR for the 

image “Zoneplate.png” that contains much more 

contours than the other images, as compared to 

DT_CWT based denoising using Bi-Shrink function. 

Some of the noised and denoised images obtained 

from the implementation of proposed algorithms are 

shown in Fig. 7 below. 

 

 

 

 

 

Fig 6:The Results of Proposed Method 

Based on Bishrink and Block Shrink Thresholding 

Methods for the Barin Image: Mri_Jpe 

 

 
 

Fig.7 (a) The Noised and Denoised Images 

New11.Tif 
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Fig 7(b): The Noised and Denoised Images 

Mri.Jpe 

 

 

 
 

6.0 Conclusions 

 

Image denoising is an active and challenging 

topic of research. The major challenge lies in the fact 

that one does not know what the original signal is for 

a corrupted image. We have presented the DT-CWT 

based denoising using BiShrink function and 

BlockShrink functiion and compared the results for 

different grey scale image formats in terms of PSNR. 

We observe that Block Shrink outperform BiShrink 

as well as earlier wavelet domain methods.  
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