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ABSTRACT 

 

The impact of the COVID-19 pandemic has led scientists to produce a vast quantity of 

research aimed at understanding, monitoring, and containing the disease; however, it remains 

unclear whether the research that has been produced to date sufficiently addresses existing 

knowledge gaps. We usemachine learning techniques to analyze this massive amount of information 

at scale. In machine learning and its subset (Deep Learning) methods are employed in various 

applications to solve multiple problems that occur due to uncertainty. Most of the machine learning 

and deep learning algorithms are trained to address the supervised learning problem, where the 

algorithms know the prediction requirement.  

The results demonstrate 93% overall accuracy in predicting the mortality rate. We used 

several machine learning algorithms including linear regression, Random Forest, Decision Tree, and 

K-Nearest Neighbor (KNN) to predict the number of covid cases. 

 

Keywords: supervised learning, unsupervised learning, model selection, linear regression, Random 

Forest, Decision Tree, and K-Nearest Neighbor (KNN). 

 

1.0 Introduction 

 

In late 2019, a novel form of Coronavirus, named SARSCoV-2 (stands for Severe Acute 

Respiratory Syndrome Coronavirus 2), started spreading in the province of Hubei in China, and 

claimed numerous human lives [1]-[3].. In January 2020, the WorldHealth Organization (WHO) 

declared the novel coronavirus outbreak a Public Health Emergency of International Concern 

(PHEIC) [4][5]. In February 2020, WHO selected an official name, COVID-19 (stands for 

Coronavirus Disease 2019), for the infectious disease caused by the novel coronavirus, and later in 

March 2020 declared a COVID-19 Pandemic [5][6]. 

Coronavirus is a family of viruses that usually causes respiratory tract disease and infections 

that can be fatal in some cases such as in SARS, MERS, and COVID-19. Some kinds of coronavirus 

can affect animals, and sometimes, on rare occasions, coronavirus jumps from animal species into the 

human population. The novel coronavirus might have jumped from an animal species into the human 

population, and then begun spreading [7]. A recent study has shown that once the coronavirus 

outbreak starts, it will take less than four weeks to overwhelm the healthcare system. Once the 

hospital capacity gets overwhelmed, the death rate jumps [8].. The proposed system includes a set of 

algorithms for preprocessing the data to extract new features, handling missing values, eliminating 

redundant and useless data elements, and selecting the mostinformative features[9]. After 

preprocessing the data, we use machine learning algorithms to develop a predictive model to classify 

the data, predict the medical condition, and calculate the probability of number of cases in upcoming 

days[10]. 

 

2.0 Methods 
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2.1 Dataset 

In this paper, we used a dataset of more than 117,000 laboratory-confirmed COVID-19 

patients from 76 countries around the world including both male and female patients with an average 

age of 56.6.This dataset is a collection of the COVID-19 data maintained by Our World In Data. It 

and includes data on   confirmed cases, gdp rate, deaths, hospitalizations, and testing, as well as other 

variables of potential interest. At the data cleaning stage, we removed useless and redundant data 

elements such as data source, admin id, and admin name. Then, Data imputation techniques were used 

to handle missing values. After analyzing the data, we found out that 74% of patients were recovered 

from COVID-19. To have an accurate and unbiased model, we made sure that our dataset is balanced. 

A balanced dataset with equal observations for both recovered and deceased patients was created to 

train and test our model. The data observations (patients) in the training dataset have been selected 

randomly and they are completely separate from the testing data. Figure 1 shows a machine 

learningarchitectur  

Fig1: Machine Learning Architecture 

 

2.2 Feature Selection 

The outcome label contained multiple values for the patient's health status. We considered 

patient that discharged from hospital or patients in stable situation with no more symptoms as 

recovered patients. A total of 80 features were extracted from symptoms and doctors’ medical notes 

about the patient's health status. The next step is feature selection. The primary purpose of feature 

selection is to find the most informative features and eliminate redundant data to reduce the 

dimensionality and complexity of the model. We used univariate and multivariate filter method and 

wrapper method to rank the features and select the best feature subset. 

 
Fig 2: 

 

It Select a subset of input features from the dataset. 

• Unsupervised: Do not use the target variable (e.g. remove redundant variables). 

• Correlation 
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• Supervised: Use the target variable (e.g. remove irrelevant variables). 

• Wrapper: Search for well-performing subsets of features. 

• RFE 

• Filter: Select subsets of features based on their relationship with the target. 

• Statistical Methods 

• Feature Importance Methods 

• Intrinsic: Algorithms that perform automatic feature selection during training. 

• Decision Trees 

• Dimensionality Reduction: Project input data into a lower-dimensional feature space. 

 

 
Fig3: 

 

2.3 Predictive Algos 

After selecting the best feature subset, we used various machine learning algorithms to build a 

predictive model. In this research, we used different algorithms including linear regression, Random 

Forest, Decision Tree, and K-Nearest Neighbor (KNN). 

LinearRegression is supervised machinelearning algorithm where the predicted output is 

continuous and has a constant slope. It's used to predict values within a continuous range, (e.g. sales, 

price) rather than trying to classify them into categories (e.g. cat, dog).  

The Random Forest algorithm is an ensemble learning method combined of multiple decision 

tree predictors that are trained based on random data samples and feature subsets. 

A decision tree is a flowchart-like structure in which each internal node represents a test on a 

feature (e.g.whether a coin flip comes up heads or tails) , each leaf node represents a class 

label (decision taken after computing all features) and branches represent conjunctions of features that 

lead to those class labels.  

The k-nearest neighbors (KNN) algorithm is a simple, easy-to-implement supervised machine 

learning algorithm that can be used to solve both classification and regression problems. 
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Fig 4: 

 

3. ML Principle 

 

Every learning process, deep or not, consists of two phases: the estimation of unknown 

dependencies in a system from a given data set (input) and the use of estimated dependencies to 

predict new outputs of the system. In this Subsection, we analyses the most common techniques used 

in both phases. 

The input of a ML process is a set of instances. These instances are the things that can be classified, 

associated, or clustered. Each instance is an individual, i.e., independent example of the concept that 

must be learned. 

Machine Learning (ML) platform provider is to use all the tools at our disposal to help our clients 

improve the quality and effectiveness of their marketing. At the same time, we have collated a set of 

principles that we will use as a code of ethics to abide by when developing our ML. 

 

4.0 Result and Evaluation   

 

Fig 6: This graph represents total deaths w.r.t date in india. 
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Fig 7:This graph represent total cases w.r.t date in india. 

 

 
Fig 8: This graph represent new cases w.r.t date in india. 

 

 
Fig 9: This graph represent total positives cases w.r.t date in india 

 

 
Fig 10: This graph represent total total deaths in brazil wrt date. 
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Fig 11: This graph represent new deaths in india w.r.t date. 

 

 

 

 
Fig 12: This graph represent total cases in brazil w.r.t date. 

 

 

 

 
Fig 13: This graph shows the percent of world’s airport baseline effected by covid. 
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Fig 14: This graph represent total cases in top 5 countries . 

 

 

 
Fig 15: This shows total deaths in top 5 countries. 

 

 
Fig 16: This represents statewise total positive cases.  
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